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Figure 7. Analogous to Fig. 5, except here we show the impact of our assumed choice of a 25 per cent EoR modelling error, which dominates on large scales
(see Fig. 2). Constraints from the SKA with the modelling error are shown in yellow, while those without any modelling error are shown in blue (SKA) and red
(HERA). We see that under the optimistic assumption that we can perfectly characterize the EoR modelling uncertainties, the derived parameter constraints
can be improved by a factor of a few (see Table 3).

The fact that the parameter constraints improve dramatically and
in a comparable manner for both HERA and the SKA shows that the
redshift evolution of large-scale power dominates the constraining
power for this EoR model. Unlike for narrow-band, single-z obser-
vations in Fig. 3, the additional leverage provided by small scales
does not dramatically improve the parameter constraints if the red-
shift evolution of the large-scale power can be constrained. We cau-
tion however that this conclusion is dependent on the EoR model.

We also note that these values without the modelling error are
in reasonable agreement with the roughly comparable12 constraints
recovered by Pober et al. (2014), suggesting the Fisher matrix ap-
proach provides a reasonably accurate description of available con-
straints for this simple EoR parametrization.

12 A like-to-like comparison is difficult for several reasons. First, these au-
thors jointly combine four different epoch observations of the 21 cm PS
compared to our three. Since instrument sensitivity increases with decreas-
ing redshift, improved constraining power is available from their additional
z = 7 observation (although it is not a significant improvement as three red-
shift measurements will have already strongly constrained the reionization
history). Secondly, we consider only a 331 telescope antenna for HERA,
unlike their 547 telescope design, while for the SKA there is the previously
noted numerical error in their total sensitivities.

4 TWO G A L A X Y P O P U L AT I O N S W I T H
MASS-DEPENDENT IONI ZI NG EFFI CI ENCIE S

In the previous section, we highlighted the strength of 21CMMC at
providing constraints on our model parameters from a simple single
ionizing source population. However, physically we expect galaxy
formation to be more complicated. Therefore, in this section, we
consider a more flexible EoR model which allows for both a halo
mass-dependent ionizing efficiency and multiple ionizing source
populations.

4.1 Generalized five parameter EoR model

Rather than assuming a step-function for the ionizing efficiency as
in the previous section, here we allow it to vary with the host halo
potential both for the bright, star-forming galaxies and the faint,
feedback limited galaxies,
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Start with a three parameter model for reionization
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Table 1. Parameter estimation forecasts for astrophysical and cosmological parameters. All quoted errors represent marginalized
68 per cent intervals. The columns labelled ‘Errors’ list the error bars obtained from the Planck satellite (Planck Collaboration I
2015; Planck Collaboration XIII 2015). The ‘+P21(k)’ columns show the effect of adding 21 cm power spectrum data from HERA,
while the ‘+T 8

21(ν)’ columns additionally include a global signal experiment requiring an eighth-order polynomial foreground fit in
ln ν. Adding 21 cm power spectrum information to existing constraints results in reduced errors on many cosmological parameters
(in addition to producing the first measurements of the astrophysical parameters governing reionization). The further addition of
global signal information, however, does little to improve parameter errors. One also sees that the predicted errors are smaller when
assuming fiducial values tied to the Planck TT, TE, EE+lowP+lensing+ext data set than when they take their Planck TT+lowP
values. The ‘+P21(k)’ values in this table are reproduced in Liu et al. (2015), which builds on this paper to explore how a precise
understanding of reionization from 21 cm cosmology can improve CMB constraints.

Planck TT + lowP Planck TT, TE, EE+lowP+lensing+ext
Best fit Errors +P21(k) +T 8

21(ν) Best fit Errors +P21(k) +T 8
21(ν)

Cosmological parameters
"b h2 0.022 22 ±0.000 23 ±0.000 21 ±0.000 21 0.022 30 ±0.000 14 ±0.000 13 ±0.000 13
"c h2 0.1197 ±0.0022 ±0.0021 ±0.0021 0.1188 ±0.0010 ±0.000 96 ±0.000 95
100θMC 1.040 85 ±0.000 46 ±0.000 46 ±0.000 45 1.040 93 ±0.000 30 ±0.000 29 ±0.000 29
ln (1010As) 3.089 ±0.036 ±0.023 ±0.022 3.064 ±0.023 ±0.016 ±0.016
ns 0.9655 ±0.0062 ±0.0057 ±0.0056 0.9667 ±0.0040 ±0.0037 ±0.0037
τ 0.078 ±0.019 ±0.013 ±0.013 0.066 ±0.012 ±0.0089 ±0.0089
Astrophysical parameters
Tvir[K] 40 000 – ±7500 ±7400 60 000 – ±6700 ±6500
Rmfp[Mpc] 35.0 – ±1.2 ±1.2 35.0 – ±0.82 ±0.82
ζ 40.0 – ±4.6 ±4.5 30.0 – ±2.0 ±1.9

Figure 1. Forecasted astrophysical parameter constraints from HERA. Light contours signify 68 per cent confidence regions, while dark contours denote
95 per cent confidence regions. Axes are scaled according to fiducial values chosen to match Planck’s TT, TE, EE+lowP+lensing+ext data (top row) and
Planck’s TT+lowP data (bottom row). Red contours assume that cosmological parameters are known, whereas blue contours marginalize over cosmological
parameter uncertainties. Though the CMB (in conjunction with other cosmological probes) has delivered exquisite constraints on cosmological parameters, we
see that the residual uncertainties still have a non-negligible effect on astrophysical parameters derived from 21 cm power spectrum measurements. When only
astrophysical parameters are varied (red contours), the constraints are in rough agreement with those found in Pober et al. (2014), although direct comparisons
should be interpreted with caution given the different priors on fiducial parameters.

making it clear that cosmological parameter uncertainties are non-
negligible.

Examining the values in Table 1, one sees that 21 cm power
spectrum measurements are more effective at constraining reion-
ization astrophysics if the best-fitting parameters have a lower τ

value, implying a lower redshift of reionization (as is the case for
TT, TE, EE + lowP + lensing + ext compared to TT + lowP).
If reionization happens at lower redshifts, characteristic features in

the evolution of the 21 cm power spectrum (such as the peak in
power at 50 per cent ionization fraction Lidz et al. 2008; Bittner &
Loeb 2011) occur at higher frequencies, where both foregrounds
and instrumental noise are lower. This speaks to a natural comple-
mentarity between the CMB and 21 cm cosmology when it comes
to constraining reionization. For example, if reionization occurs at
high redshifts, 21 cm measurements become harder. But τ is then
larger, and the ‘reionization bump’ feature of CMB polarization

MNRAS 457, 1864–1877 (2016)
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Constraining high-redshift X-ray sources 2721

Figure 8. 95 per cent confidence regions for the X-ray spectral properties
of early galaxies, marginalizing over (ζ, Rmfp, T

min
vir ) from measurements

on HERA-331 with our moderate foregrounds scenario. At low redshift
(z ≤ 10), hardly any signature of αX is present, leading to large error bars on
the αX axis. Because νmin and fX incur very similar changes on the power
spectrum during the beginning of reionization (Fig. 5), they are highly
degenerate. Observations of the heating peak break these degeneracies.

Figure 9. Confidence ellipses (95 per cent) for T min
vir and reionization pa-

rameters. By comparing the ellipses resulting from fixing our heating history
and only observing at low redshift and the ellipses resulting from marginal-
izing over all parameters but including heating epoch measurements, one
can see that a significant fraction of the gains in reionization uncertainties
at high redshift come from breaking degeneracies with heating parameters
rather than the direct signatures of reionization. This also shows that not
marginalizing overheating parameters leads to overoptimistic predictions of
reionization uncertainties.

SKA-1 and HERA-127 both place ≈10–15 per cent constraints on
heating parameters while HERA-331 obtains ≈6 per cent error bars.
Should we obtain sufficient characterization of foregrounds as to al-
low us to subtract them and work within the wedge, then several
per cent to sub-per cent constraints are possible with HERA-331
and the SKA which is far beyond the modelling uncertainties in our
seminumerical framework.

7 C O N C L U S I O N S

Measurements of the 21-cm power spectrum during the EoR are
poised to put significant limits on the properties of the UV sources
that ionized the IGM. At higher redshifts, the power spectrum is
heavily influenced by X-rays from accretion on to the first stellar
mass black holes and ISM heated by the first supernovae. While
reionization has a number of complementary probes, observations
of the 21-cm global signal and power spectrum at these higher
redshifts provide us with what is likely the only means of obtaining
detailed knowledge on the earliest X-ray sources and their impact
on future generations of galaxies.

In this paper we have used the Fisher matrix formalism and
seminumerical simulations to take a first step in quantifying the ac-
curacy with which upcoming experiments will constrain the prop-
erties of the first X-ray sources. Our analysis also aims to under-
stand what additional constraints on reionization parameters exist
at higher redshift when the spin temperature calculation is included
and whether higher redshift observations might break degeneracies
between reionization parameters such as the degeneracy between ζ

and T min
vir .

We have found that the detectable impact of the ionization ef-
ficiency is manifested in the form of early H II holes around IGM
hotspots and that the inclusion of the spin temperature calculation
and the additional heating parameters increases our uncertainty of
reionization parameters through new degeneracies. Observations of
the heating epoch reduce the errors on reionization parameters by
a factor of 2 by accessing the information in early H II bubbles and
breaking degeneracies between ionization and heating during the
beginning of reionization. Since previous works ignored the degen-
eracies of reionization with heating the predictions in these works
are therefore optimistic by a factor of ∼2.

Though heating does have an effect on the reionization power
spectrum as noted by Mesinger et al. (2013) and Fialkov et al.
(2014) and clearly visible in the non-zero derivatives at z = 9
in Fig. 3 in our paper, the effects of different heating parameters
are highly degenerate leading to ! 40 per cent fractional error bars
unless higher redshift observations are folded in. Information on
the detailed spectral properties of the sources, which would enable
us to discriminate between hot ISM or HMXB heating as well as
precision constrains on other heating parameters will likely require
power spectrum measurements at z ! 10. In the model we study
here, HERA and SKA-low will be able to place ≈6–10 per cent
constrains on heating parameters even if observations in the FM
band are not possible.

In this analysis, we have chosen to examine a single model in
a large allowed parameter space. We do not think our predictions
will change in different models by more than an order of magnitude
based on trends that are well documented in the literature. It is
shown in Pober et al. (2014) that HERA is capable of detecting the
reionization peak over several orders of magnitude in T min

vir and a
wide range of ζ and Rmfp values. The height of the heating peak
is constant through 3–4 orders of magnitude in fX (Mesinger et al.
2014) while the redshift of the peak remains approximately between

MNRAS 458, 2710–2724 (2016)
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Should not ignore IGM heating
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Power Spectrum

HERA Parameter Constraint Forecast via
Emulation of 21cmFAST



Training on EoR Simulations

Mesinger et al. 2011

LBOX = 400 cMpc
LCELL =    2 cMpc

21CMFAST 957

Figure 1. Slices through the density field, !(x, z), for the gas; DM, linearly extrapolated ICs; and 21CMFAST, at z = 7 (clockwise from top left). Each slice is
143 Mpc on a side and 0.19 Mpc thick.

as the displacement field is a separable function of space and time,
so the spatial component need only be computed once for each
realization/box. There is no separate treatment of baryons and DM.
Readers interested in more details concerning this approach are
encouraged to check MF07.

This approach to generating large-scale density fields was also
adopted by Choudhury et al. (2009) and Santos et al. (2009), who
briefly showed that the resulting fields at high z traced the DM dis-
tribution from an N-body code fairly well. Here we perform more
extensive comparisons. The Lagrangian space ICs used for 21CMFAST

were initialized at z = 300 on a 15363 grid. The velocity fields used
to perturb the ICs, as well as the resulting density fields presented be-
low are 7683.5 We show results from both 7683 and 2563 boxes. We

5 Our code allows the ICs to be sampled on to a high-resolution, HI-RES-
DIM3, grid, while the subsequent evolved density, ionization, etc. fields
can be created at lower resolution, LOW-RES-DIM3. This allows efficient
use of available memory, with the code storing at most HI-RES-DIM3 +
4 × LOW-RES-DIM3 floating point numbers in RAM. However, the
Zel’Dovich perturbation approach, just as numerical simulations, requires

highlight here that it takes ∼10 min to generate the 7683 21CMFAST

density field from the 15363 ICs at z = 7 on a single-processor
Mac Pro desktop computer. To put this into perspective, a hydro-
dynamical simulation of this single realization would take approx-
imately 3 d to run down to z = 7 on a 1536-node supercomputing
cluster.

In Fig. 1, we show a slice through the evolved density field,
!(x, z) ≡ 1 + δnl, at z = 7. Density fields computed from the gas,
DM, linearly extrapolated ICs, and 21CMFAST are shown clockwise
from the top left panel. It is evident that the Zel’Dovich approx-
imation works quite well for this purpose, accurately reproduc-
ing the cosmic web. We do not capture baryonic physics, and so
the 21CMFAST output looks more similar to the DM than the gas.

that the evolved fields are adequately resolved by the high-resolution grid.
Failure to do so can substantially underestimate the fluctuations in the den-
sity field. We roughly find that the high-resolution grid should have cell
sizes !1 Mpc to accurately model density fields at redshifts of interest (z
! 40). For larger cell sizes, "10 Mpc, the linear theory evolution option of
21CMFAST should be used.

C⃝ 2010 The Authors, MNRAS 411, 955–972
Monthly Notices of the Royal Astronomical Society C⃝ 2010 RAS
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Parameters of Interest

Astrophysics
• Ionization Efficiency: 𝛇

• Mean-free path of UV photons: RMFP

• Min. Virial Temp. of SF Halos: TVIR

• X-ray Efficiency: 𝑓X

• X-ray Spectral Index: 𝛼X

• X-ray Cutoff Frequency: 𝜈min

Cosmology
• Clustering Amplitude: 𝜎8

• Primordial PS Slope: 𝑛𝑠

• CDM Fraction: 𝛺ch2

• Baryon Fraction: 𝛺bh2

• Hubble Constant: 𝐻0

flat priors planck priors
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HERA331 Power Spectrum Mock Observation
• 1000 Hour Observation

• 331 antennas

• 7 < 𝑧 < 20 in 𝛥𝑧 = 0.5

• Foreground Avoidance



HERA Joint Posterior Distribution



HERA Joint Posterior Distribution

Kern et al. in prep



HERA Marginalized Posterior Widths

Kern et al. in prep



Take-Away Points

1 Emulators allow us to use more accurate simulations for 
full MCMC sampling of the posterior distribution

2 Emulators are generalizable to any simulation

3 HERA is predicted to put significant constraints on astrophysical 
parameters governing reionization and the heating epoch

4 The Python Toolbox for Cosmic Dawn Parameter Estimation will 
soon be a publicly available package!
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